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Abstract 

 
Neuronanorobotics is the application of medical nanorobots to the human brain. This paper proposes 
three specific classes of neuronanorobots, named endoneurobots, gliabots and synaptobots, which 
together can non-destructively map and monitor the structural changes occurring on the 86 x 109 

neurons and the 2.42 x 1014 synapses in the human brain, while also recording the synaptic-processed 
4.31 x 1015 spikes/sec carrying electrical functional information processed in the neuronal and synaptic 
network. 

 
1. Introduction  
 
Preserving human brain information is essential for truly preserving human life. A crucial part of that precious 
information is structural in nature and is referred to as the human connectome, believed to be the processing 
framework for functional information. No currently available technological tool claims the capacity to 
preserve whole human brain structural and functional connectome information comprehensively with proper 
temporal and spatial resolution.  
 
Any nonlethal kind of brain damage caused by neurological disorders can irreversibly damage the human 
brain, causing loss of precious information. Such loss may include loss of brain structural information, such as 
neural connectivity, or loss of brain functional information, such as neurotransmitter activity patterns. Loss of 
information might affect proper cellular and organ-level neurological functions, eventually altering higher 
mental states, personality, and ultimately individuality and self-awareness. The usual causes of information 
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loss are physical trauma and a variety of degenerative and viral disorders. Once destroyed and not previously 
preserved, such information cannot, even in principle, be recovered using current techniques, thus 
permanently diminishing patient health.  
 
Medical technological tools and methods for monitoring, measuring, validating, and archiving comprehensive 
brain-related structural information are urgently necessary because current technologies do not provide the 
necessary temporal and spatial resolution requirements for preserving fundamental human brain information. 
For example, none of the current technologies, either destructive or non-destructive in nature, can monitor the 
whole human brain in vivo, in real-time, with adequate cellular and subcellular temporal and spatial resolution 
for mapping the brain structural and functional electrical connectome with appropriate detail. 
 
Medical nanorobotics technology, a medical technology first examined technically in the Nanomedicine book 
series (Freitas 1999, 2003), is expected to permit measuring, mapping, and monitoring structural and 
functional human brain information along with many other medical applications (Freitas 1998, 2000, 2003, 
2005a, 2005b, 2005c, 2006a, 2006b, 2007, 2010; Morris 2001; Astier et al. 2005; Patel et al. 2006; Park et al. 
2007; Popov et al. 2007; Martel et al. 2009; Mallouk and Sen 2009; Kostarelos 2010; Mavroides and Ferreira 
2011). Neuronanorobotics, involving a specific class of medical nanorobots, is expected to permit in vivo, 
whole-brain, real-time mapping and monitoring of the relevant structural and functional cellular and sub-
cellular brain information. Such nanorobots should, for example, permit mapping the whole human brain 
connectome (Sporns et al. 2005; Lu et al. 2009; Anderson et al. 2011; Kleinfeld et al. 2011; Seung 2011) by 
the coordinated activities of three primary types of cooperating neuronanorobots proposed here, to be called 
endoneurobots, gliabots, and synaptobots, as described below. 
 
2. Structural and functional connectome-associated information  
 
To comprehensively restore a brain to a proper healthy structural and functional state will likely require more 
than a simple connectomics neuro-synaptic diagram, as current neuroscience literature points to several other 
relevant forms of structural brain information. Consequently, medical technology might have to be capable of 
preserving information at the cellular and subcellular level, performing the following tasks: 
 
• detecting and characterizing each of the individual 86.06 ± 8.12 billion neurons (Azevedo et al. 2009; 

Herculano-Houzel 2009) with volumes from ~33.5 micron3 (for granule cell) up to ~4.18 x 106 micron3 
(for motor neurons); 
• monitoring the loss of ~100,000 neurons a day (~1 per second) (Pakkenberg and Gundersen 1997; 

Arking 2006); 
• monitoring five phases of neuron genesis and elimination processes, occurring on time scales between 1-

10 days (Gross 2000); 
• monitoring the activity of the 84.61 ± 9.83 x 109 glial cells (Azevedo et al. 2009); 
• monitoring axon initial segment (typically the first 50 µm of axon) and axon hillock molecular 

characterization, particularly the quantification of Kv1 family potassium channel types responsible for 
shaping action potential waveforms, with turnover of ~3 hours (Lu et al. 2004; Palmer and Stuart 2006; 
Kole et al. 2007); 
• monitoring the 10,000-52,000 micron long dendritic trees each having surface areas of 700-54,000 µm2 

(Donohue and Ascoli 2008); 
• monitoring of dendritic development, establishment, and remodeling, and monitoring important neuron 

organelles, especially the neuron nucleus (diameter 4-100 µm); and 
• monitoring intracellular compartments. 

 
Comprehensive structural connectome monitoring might also require technology capable of detecting synaptic 
plasticity structural changes induced by synaptic cross-talk, such as synaptic based long-term potentiation, 
long-term depression, short-term plasticity, metaplasticity and homeostatic plasticity, as well as measuring the 
dynamic composition of the post-synaptic density, each having ~10,000 proteins comprising ~100 different 
types (Sheng and Hoogenraad 2007).  
 
It is not clear if human brain functional information can be deduced solely from the underlying structural 
information, so functional information remains either essential or important in providing redundant 
measurement and inference for brain information preservation. Such functional information may include in 
vivo measurement of action potential associated electrical information; neurotransmitters, hormones, and 
neurotrophic-based extracellular communication (e.g., synaptic, paracrine, or endocrine signaling); 
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intracellular chemical communication (e.g., via GTP-binding proteins, second messenger molecules, protein 
kinases, ion channels, and other effector proteins); and molecular diffusion occurring in the 20 per cent of 
brain volume comprising the extracellular spaces (Thorne and Nicholson 2006; Sandberg and Bostrom 2008).  
 
Intracellularly, it might be relevant to identify and quantitatively measure:  
 

• neuron gene expression and transcription factors by monitoring the 20,000-25,000 protein-coding genes 
and 2.85 billion nucleotides (IHGSC 2004), with total information size of ~3.08  gigabytes (IHGSC 
2004); 
• neuron nucleus traffic of the 22,000-505,000 molecules of mRNA per neuron cell (Islam 2011); 
• local protein synthesis and degradation in dendrites, axons and synapses; 
• action-potential-induced openings of the ~20 Ca2+ channels present, on average, per each active zone, 

measuring consequent fast release with a delay 50-500 µsec (Sabatini and Regehr 1996; Südhof 2004); 
• mechanisms of calcium wave propagation at velocity ~28 µm/sec including diffusion of IP3 and 

extracellular ATP (velocity of ~41 µm/sec) (Newman 2001), among other functional and structural 
information, along with the resultant Ca2+ transient (lasting 400-500 µsec, with a>5 µM Ca2+) (Südhof 
2004); 
• the 17-500 nm diameter synaptic vesicles (average ~40 nm) (Qu et al. 2009; Südhof 2004), with the 

average lumen volume of 11,500 nm3 in CNS (“typical” synaptic terminals have in the order of ~100 
vesicles per active zone (Smith et al. 2008) with the vesicular content extruded in 0.1-100 ms (Travis 
and Wightman 1998)); 
• synaptic vesicle molecular content (between 5,000 and 106 molecules) (Kandel et al. 1991; Südhof 

2004), enumerating the different vesicle pools along with the respective depletion times and refill 
mechanisms (Rollenhagen and Lübke 2006); 
• synaptic vesicle proteic and lipidic composition, typically 40% phosphatidylcholine, 32% 

phosphatidylethanolamine, 12% phosphatidylserine, 5% phosphatidylinositol, and 10% cholesterol 
(Südhof 2004); 
• the “typical” 20 nm ± 8 nm synaptic cleft of chemical synapses (Qu et al. 2009); 
• fast (~250-400 mm/day), intermediate (~15-50 mm/day), and slow (~0.1-4 mm/day) axonal transport 

(Perrot et al. 2008); and 
• axon growth and axon elimination.  

 
On the borderline between functional and structural monitoring, a controversial question is the importance of 
monitoring various chemical concentration changes in minimal-size volumetric compartments of, say, 125 
nm3 (5 nm x 5 nm x 5 nm). At this scale, changes are at the most fundamental size limit for computational 
brain simulation. Neuronanorobots will not monitor every single brain volumetric compartment, but might 
monitor select volumetric compartments with functional relevance. It remains to be determined how much of 
this potentially large quantity of structural and functional connectome information is actually essential to 
enable the computational reconstruction of the human connectome. 
 
3. Recent results in human connectome mapping  
 
The human “connectome” is defined as the full set of human brain neurons and their network of synaptic 
connections. There is not yet a consensus that the connectome holds the structural correlates of personality 
and individuality, but it is clear that the human connectome holds valuable human information (Seung 2010). 
The essential neuronal and synaptic subcomponent building blocks to reconstruct the whole-brain structural 
and functional connectome remains unknown, but a list of the cellular and molecular components used in 
computational neural microcircuit connectome reconstruction can be seen elsewhere (Markram, 2006) 
 
Mapping a human whole-brain connectome with cellular and synaptic resolution is the ultimate goal of some 
current research efforts, and several milestones have already been achieved on the path to solve this grand 
challenge, as summarized below.  
 
Several small nonhuman brain connectomes have already been preserved computationally, in part or in whole, 
using destructive and non-destructive techniques.  
 
The first to be mapped, and the best-known publicly, is the C. elegans connectome. This effort produced a 
comprehensive synapse-level nervous system reconstruction using a series of 5000 serial thin (70-90 nm) 
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sections, including the scanning of the 170 neuron processes and the 64 muscles (White et al. 1986; Chen et 
al. 2006; Varshney 2011; Jarrell 2012). The online platform “Worm Atlas” contains details on all C. elegans 
systems, including its connectome data (White et al. 1986; Wormatlas 2008; Varshney et al. 2011). 
 
Also scanned and “uploaded” was the connectome of the predatory nematode Pristionchus pacificus. The 
Pristionchus pacificus connectome was compared with the C. elegans connectome (Bumbarger 2013) and 
some serious similarities appeared. For example, both the pharyngeal nervous systems of the Pristionchus 
pacificus and the C. elegans are composed of a network of 20 identified neurons of 14 cell types. The numeric 
similarities were associated with differences on the synaptic connectivity mapping of the pharyngeal nervous 
systems of two nematodes. The differences were proven to be correlated with divergent feeding behavior 
(Izquierdo and Beer 2013), which can be considered as the first “proof” that brain connectomics information 
is at least a part of the fundamental structural brain information required for preserving high-level behaviors.  
 
The mouse primary visual cortical connectome (spanning layers 1, 2/3, and upper layer 4) has already been 
computationally reconstructed, employing a procedure that included structural connectome scanning, using 
electron microscopy based technology, and functional connectome scanning, using two-photon microscopy to 
determine the functional properties of about 14 of the cells of that same volume of tissue. This provided a 
voxel resolution of45 µm x 4 µm x 4 µm for a total tissue volume of approximately 450 µm x 350 µm x 50 
µm (Bock et al. 2011).  
 
A structural/functional data project built a neocortical microcircuit database (Ramaswami 2015) with neuron 
data that included 135 electrophysiological parameters (derived from responses to stimuli), 234 geometric 
parameters (based on neural reconstruction), and 51 genetic properties (from single cell RT-PCR data). For 
synapses the data included some physiological properties and 15 parameters for anatomical properties, 5 
parameters for synaptic dynamics, and 14 parameters for kinetics. 
 
The inner plexiform layer of the mammalian retina connectome was mapped with ~2 nm resolution using 
automated transmission electron microscope imaging, generating a 16.5 terabyte connectome data set. The 
data represents a column of tissue 0.25 mm in diameter, spanning the inner nuclear, inner plexiform, and 
ganglion cell layers of the rabbit (Anderson et al. 2011). Data sets from mouse cortex with a 3 nm x 3 nm x 30 
nm spatial resolution had previously yielded 660 gigabytes of images (Kasthuri et al. 2009).  
 
Diffusion imaging (DI) technology, applied on living animals and humans, has permitted mapping long-range 
projections of small clusters of neurons (without synaptic resolution) (Mori and Zhang 2006; Kasthuri and 
Lichtman 2007; Bohland et al. 2009; Clayden 2013; Craddock et al. 2013). High-resolution diffusion tensor 
imaging of the human optic chiasm was performed ex vivo at 156 µm resolution in-plane, but the typical DI 
resolution is on the millimeter range. Whole-brain mesoscale connectomes (i.e. “projectomes”) that are 
scanned in vivo by DI technologies do not contain structural information about individual neuronal cells, and 
also don’t permit following single axonic processes or identifying individual synapses.  
 
A spinal cord brain map project is close to completion, and the Paul Allen Institute just finished the first phase 
of a human brain atlas, a four-year project started in 2010 (Allen 2009). A proposed five-year, $20 million 
mesoscopic scale mouse connectivity brain map is also underway (Bohland 2009; Modha-blog 2009).  
 
Two-photon calcium imaging combined with large-scale electron microscopy of serial thin sections permits 
physiological and anatomical reconstruction of a group of neurons in the mouse primary visual cortex (Bock 
2011). 
 
Whole brain gene expression information at cellular level – the gene expression map – was computationally 
reconstructed from histology, with pixel size 0.95 µm2, and from MRI data, voxel size 12.3 µm3 (Lein et al. 
2007; Jones 2011; Allen Institute 2014; Allen Institute-mouse 2014).  
 
CLARITY enables estimations of the joint morphological statistics of most neurons in a tissue sample at the 
same time (Chung 2013; Chung and Deisseroth 2013).  
 
In a project focused on functional data monitoring, detailed system level maps of a human individual’s 
“functional connectome” were compiled using resting-state functional MRI (R-fMRI) that gathered data from 
1,414 brains (Biswal et al. 2010; FCP 2010). 
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As for achievements at the computational level, daydreaming was simulated by a computational model (Deco 
et al. 2013). Still at the computational level, IBM claims to have simulated 530 billion neurons and 100 
trillion synapses on the world’s fastest computer (Theodore et al. 2012).  
 
That is ~5 times the number of neurons of a human brain and is very near the total number of synapses of a 
human brain (est. 2.42 x 1014) (Martins et al. 2012). It is not clear what they define as a synapse or what the 
capabilities of those synapses are, but these networks might soon start demonstrating human level subsystem 
data processing output in limited domains (e.g., visual recognition) using massive parallelization. The 
computational timescale is ~1500 times slower than the human brain timescale (i.e., 1 second of brain time 
currently takes ~25 minutes to simulate) but this doesn’t seem to be a problem because most real brain 
processing/decision happens in seconds (Theodore et al. 2012).  
 
One open source project has the goal of preserving the human connectome with synaptic level resolution 
(Connectome Project 2011).  
 
The human whole-brain “generic” connectome project has huge implications for Artificial Intelligence and the 
well-known “Singularity” (e.g., Kurzweil 2005). Two billion-dollar projects are already underway to solve 
this challenge: the “Human Connectome Project” and the “Brain Research Through Advancing Innovative 
Neurotechnologies initiative” (BRAIN) (NIH News 2009; Human Brain Project 2013). 
 
The U.S. government called the 1990s the “Decade of the Brain” (Jones and Mendell 1999), but the first 
serious “call to action” for a coordinated effort to collect, archive, and disseminate the crucial information of 
the human brain connection matrix was made in 2005 (Sporns et al. 2005; Ascoli 2009). Eight years later, 
U.S. national agencies launched a formal call for mapping the whole human brain activity map as part of the 
challenge for functional connectomics (Alivisatos et al. 2012; Kandel et al. 2013).  
 
Destructive structural 3D computational reconstruction of a whole human brain with 20 µm resolution 
(average cellular level resolution) has already been done, nearly preserving the first complete whole human 
brain neuron soma cytoarchitectural anatomy (Amunts et al. 2013). The next goal was stated to be the creation 
of a brain model with a spatial voxel resolution of approximately 1 µm to capture details of single cell 
morphology. This is intended to integrate gene expression data from the Allen Institute human brain project. 
Other projects are taking the effort of mapping the whole human brain connectome with synaptic connections 
included, and the remaining challenges seem surpassable in the decades ahead (Connectome Project 2011).  
 
Brain tissue structural scanning tools generate tens of petabytes of data for mapping the 1 cm3 mouse brain 
with nanometric resolution. As no fully automated tools are currently available, the posterior 3D brain tissue 
reconstructions currently have to be manually handled (Helmstaedter et al. 2008). In the last 40 years the 
improvements on the speed of brain scanning and image reconstruction have grown exponentially, and if this 
trend persists a whole human brain reconstruction should happen in the decades ahead (Kurzweil 2005). 
 
4. Non-destructive vs. destructive scanning techniques 
 
Non-destructive structural whole brain monitoring techniques in the form of computerized scanning-based 
imaging modalities, such as positron emission tomography (PET) and magnetic resonance imaging (MRI), 
provide non-destructive three-dimensional views of the brain with ~1 mm resolution, with clinical MRI scan 
voxel resolution typically sized 1 mm x 1 mm x 3 mm (Johnson 2010; Kandel et al. 2000). Such resolution 
permits regional analyses of brain structure but is clearly insufficient for investigation of structures underlying 
intercellular communication at the level of individual neurons or synapses (Fiala and Harris 2001). Still at the 
whole brain level, a non-destructive technique called high-definition fiber tractography provides accurate 
reconstruction of white matter fiber tracts, but again with a clearly insufficient resolution of ~1 mm (Shin et 
al. 2012). 
 
Micro-CT scanners, with a typical scan time between 10 minutes and 2 hours, provide high-resolution 
tomography of specimens up to a few centimeters in diameter, with the highest spatial resolution being 2 µm, 
not enough to detect most synapses. The state-of-the-art tomographic nano-CT scanners (the micro-CT 
successor) achieves structural resolutions between 500-50 nm. Currently, there are only three main nano-CT 
scanners available commercially: the Nanotom, the SkyScan-2011, and the Xradia nanoXCT. The Nanotom 
provides a resolution of ~500 nanometers pixels, and handles maximum object size of 150 mm height and 120 
mm diameter (GE-MCS 2013) (roughly the size of a whole human brain). The SkyScan-2011 has a slightly 
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better resolution of ~400 nm pixels and similar object size constraints. The Xradia nanoXCT claims to be 
capable of providing a spatial resolution between 300-50 nm (Tkachuk et al. 2007). Although the nano-CT 
scanner resolutions might permit extraction of some cellular detail and eventually identification of some 
synapses, a lot of structural information remains un-captured and, most problematically, the technology does 
not permit in vivo brain scanning.  
 
Destructive scanning technologies, by contrast, can achieve near-nanometric structural scanning resolution 
permitting visualization of individual synapses and their constituents. In a type of destructive brain scanning, 
an automated ultramicrotome produces large amounts of nanometric 30-100 nm thick sections, which are then 
scanned by either a transmission electron microscope (TEM) or a serial block-face scanning electron 
microscopy (SBEM), or by an optical microscope (Hayworth et al. 2006; Anderson and Itallie 2009; Kasthuri 
et al. 2009; Hayworth 2012). After scanning, posterior software reconstruction uses specialized software, such 
as RESCOP or KNOSSOS, to trace neuronal connections (Helmstaedter et al. 2011) via individual neuron 
tagging using fluorescent proteins (aka. brainbow technique), which facilitates the analysis of neuronal 
circuitry (and mapping of glial territories) on a large scale, and helps on structural cellular level and neuronal 
circuitry information analysis (Livet et al. 2007; Lichtman et al. 2008). A different high-throughput technique 
called BOINC (also known as “barcoding of individual neuronal connections”) permits establishing circuit 
connectivity at single neuron and synaptic resolution using high-throughput DNA sequencing (Zador et al. 
2012). 
 
For small size samples, and to avoid the technical difficulties and the laborious process involved in 
ultrastructural electron microscopy based techniques, X-ray nanotomography with precision down to 30 nm 
permits avoiding chemically fixation, staining or cutting cells (Helmholtz Association 2010). It can deliver 
high-resolution 3-D images of the entire fast-frozen cell, but it still takes weeks to be applied in one cell 
(Helmholtz Association 2010). For single cells, scanning light confocal microscopy provides three-
dimensional views of individual neurons down to about 1 µm of resolution.  
 
The current destructive approaches provide near-nanometric atomic structural resolution and seem to be a 
promising tool for mapping the “generic” whole human brain connectome, provided the speed of scanning a 
certain brain volume maintains historical improvement rates over the next decades. Although current scanned 
volumes are far from a whole human brain volume, a process to achieve a whole human brain is envisionable 
(Hayworth 2012).  
 
There are at least four inherent problems with existing destructive scanning approaches.  
 

First, it is not clear if the different biomolecular machinery can be distinguished by the next 
generation of these techniques.  
 
Second, although functional information might not be necessary (e.g., if atomic structural resolution 
were achieved), functional information is not captured by these techniques.  
 
Third, the structural connectome forms the basis for the processing of most functional information 
that flows in the brain. The interplay between structural and functional information forms the brain as 
a whole, and although likely, it is unknown if comprehensive structural whole-brain information is 
sufficient to preserve human life and individuality. Brain simulations are expected to help elucidate 
the coupling between structural connectivity and functional data, culminating a crucial step to 
understand the human brain (Friston 2011; Bargmann and Marder 2013).  
 
Fourth, destructive techniques are expected to face resistance from patients during implementation in 
clinical practice, because the maintenance of consciousness continuity is uncertain or unknown.  

 
In summary, destructive scan technologies are nearer than non-destructive methods to the technical goal of 
preserving whole human brain connectome information, likely providing enough structural resolution to 
create at least a static map of a now-disassembled brain. But there are major limitations and serious 
uncertainties surrounding its applicability in future medical practice with live human patients. Also, while 
destructive “bottom up” approaches permit nanometric spatial resolution, they cannot easily be applied to 
whole human brains. For example, electron microscopy permits reconstruction with nanometric resolution, 
but acquisition rates are too low for the mapping of large volumes (Briggman and Bock 2012).  
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On the other hand, current non-destructive or “top-down” approaches can scan the whole brain but lack the 
required spatial resolution. For example, diffusion imaging can image large fiber bundles in vivo across the 
whole brain but the resolution is too coarse to detect single neuronal processes, with DI non-specificity 
limiting the classification of fiber bundles (Clayden 2013).  
 
The proposed new neuronanorobotics approach appears uniquely to offer whole-brain nanometric scan 
resolution on a non-destructive basis. 
 
5. Neuronanorobot mission and conceptual design 
 
Neuronanorobotic functional and structural connectome monitoring includes two main tasks: (1) monitoring 
the functional action potential based electrical information processing happening in synapses and neurons; and 
(2) monitoring the synaptic and neuronal structural changes associated with the processing of such 
electrolytic-based functional data. Two conceptually different approaches can be used to complete these two 
tasks successfully, with the main difference between strategies residing on the navigation strategy 
(intracellular navigation or extracellular navigation) and nanorobot positioning strategy (intracellular 
monitoring or extracellular monitoring). In the proposed mission design, structural and functional connectome 
monitoring can be done intracellularly using three types of neuronanorobots and an installed in vivo fiber optic 
network (described elsewhere: Freitas 1999). The three types of neuronanorobots – called endoneurobots, 
gliabots, and synaptobots – are to be stationed, respectively, in the neuron soma, in the glial cells, and near a 
pre- or post-synaptic side of a synapse (or a set of synapses). 
 
5.1. Rationale for intracellular navigation and monitoring  
 
Multiple considerations appear to favor the choice of intracellular, rather than extracellular, navigation and 
monitoring by the three different types of neuronanorobots: 
 

(1) Extracellular space is extremely tight, with the average width of the free brain extracellular space 
(ECS) lying between 38-64 nm (Thorne and Nicholson 2006). ECS width around the cell bodies of 
oligodendrocytes typically measures 0.3-10 nm; the ECS around the cell bodies of astrocytes oscillates 
from 4-154 nm. By comparison, a synaptobot is 500 nm in its smallest dimension. 
 
(2) The ECS is thoroughly infiltrated by the extracellular matrix, a structure composed of negatively 
charged glycosaminoglycans and proteoglycans (Syková 2008) which play a major role in 
orchestrating the development of the CNS, are involved in remodeling the adult CNS after injury, and 
are involved in events that may underlie some aspects of memory (Syková 2008). These extracellular 
space proteins, if seriously disrupted, might cause a cascade of intracellular signaling, triggering 
neuron epigenetic and structural changes. For example, the application of tension forces to cultured 
neurons or vascular smooth muscle cells via ECM adhesions results in force-dependent increases in 
microtubule polymerization (Ingber 2006; Lelièvre 2009). 
 
(3) Each synaptobot might serve between 1-10 synapses, implying a fleet of 24-242 x 1012 robots to 
cover the 2.42 x1014 synapses in the human brain (Martins et al. 2012) corresponding to a total fleet 
volume of 1.2-12 x 1013 µm3 or 12-120 cm3, representing ~0.9-9% of total human brain volume. This 
lies within the 1-10% “safe” tissue and organ intrusiveness limit recommended elsewhere (Freitas 
2003). If parked extracellularly, this volume of synaptobots would correspond to 4-50% of the 
extracellular space, likely interfering with, for example, the dynamics of extracellular based-
communication, potentially causing considerable neuron epigenetic changes, and potentially causing 
force-dependent increases in microtubule polymerization. Synaptobots parked intracellularly occupy a 
much safer fraction of 1.25%-12.5% of the brain intracellular space. 
 
(4) The neuron intracellular environment offers numerous biological proof-of-principle examples of 
circulating cellular bionanomachinery. Many of these – such as resident mitochondria, synaptic 
vesicles, and other interior organelles – have similar dimensions to the circulating synaptobots, 
navigate similar routes, and park in similar regions. Aside from microglia (see below), the extra-
cellular environment is generally reserved for chemical circulation. 
 
(5) Apart from relatively slow neural axon growth, there is no good biological example of large 
organelles or cells frequently moving around the brain ECS. Extracellular microglia rarely circulate, 
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are mobilized only after injury, infection, or disease, and are otherwise by default in a resting state. 
Microglial movements do not represent a massive volume moving in the extracellular space, because 
microglia constitute only ~20% of the total 85 x 109 glial population in the CNS (Kreutzberg 1995; 
Azevedo et al. 2009) and are distributed with no significant local differences in the white and grey 
matter of the brain (Kreutzberg 1995). 
 
(6) Extracellular navigation and monitoring by synaptobots would require a complex communication 
protocol for establishing a correspondence between neurons and the monitored synapses. With 
intracellular navigation and monitoring, synapses are by default associated with the appropriate neuron. 

 
We conclude that intracellular navigation and monitoring seem much more appropriate for neuronanorobots. 
The extracellular space should be used only when intracellular navigation is not possible. This may occur in a 
few special instances where a small percentage of synaptobots might have to temporarily navigate through the 
extracellular space to avoid extremely thin axon diameters (Section 5.6). 
 
5.2 Endoneurobots and gliabots 
 
Endoneurobots and gliabots are the larger of the proposed neuronanorobots, each with 10 µm3 volume. In 
their mission, endoneurobots leave the bloodstream to enter the brain parenchyma, and navigate inside the 
neuropil until they enter the neuron cell soma and get positioned intracellularly in the axon initial segment 
(AIS). Similarly, gliabots leave the bloodstream, enter the respective glial cell, and position themselves 
intracellularly in the most appropriate intra-glial region, which varies.  
 
Since action potentials might be initiated in different cellular sub-compartments, endoneurobots will be 
parked at the AIS (the most likely spot for action potential initiation) where they will monitor the large 
majority of action potentials. In neurons where some action potentials are initiated at the first nodes of 
Ranvier or the axon hillock, two synaptobots placed at the first node of Ranvier and at the axon hillock can 
ensure proper action potential waveform detection. 
  
Endoneurobots monitor action potential based electrical information using FET-based nanosensors existent on 
the endoneurobot surface (Martins et al. 2015). For monitoring neuronal structural changes (some caused by 
the processing of action potentials) and once securely anchored to the neuron internal membrane surface 
(“typical” neurons have a volume of 14,000 µm3 or (~24 µm)3), endoneurobots might employ a tactile 
scanning probe to image the surrounding membrane surface area of (1.4 micron)2 in ~2 sec to ~1 nm2 
resolution (~1 mm/sec tip velocity), or ~50 sec to ~0.2 nm (e.g., atomic) resolution (~0.2 mm/sec tip velocity) 
assuming a scan rate of ~106 pixels/sec (Freitas 1999).This same scanning tool will be used by all three types 
of robots. 
 
Endoneurobots and gliabots also provide communication (and data transmission) support for synaptobots.  
 
5.3 Synaptobots  
 
Synaptobots are clearly the most technically challenging of the three neuronanorobots, due to: (1) the small 
volume of the robots, (2) the navigational requirements necessary to get to the monitoring position, and (3) the 
challenge of scanning data from synaptic structures. Communication (and data transmission) support is 
provided by endoneurobots, freeing synaptobots from the necessity of including this high-volume support 
machinery within their onboard structure. 
 
The task of monitoring raw data traffic for an entire living human brain minimally requires a network data 
handling capacity of (5.52 ± 1.13) x 1016 bits/sec, corresponding to an estimated synaptic-processed spike rate 
of (4.31 ± 0.86) x 1015 spikes/sec (Martins 2012). This is the event detection requirement for the entire 
embedded in vivo sensor system in the context of nanorobotic whole-brain monitoring. (Non-electrical 
channels must also be recorded but the data processing requirements for these additional channels are far less 
demanding: Martins 2012). An in vivo nanorobotic auxiliary fiber optic system with 30 cm3 volume and 
generating 4-6 watts waste heat (Freitas 1999; Freitas 2010) is capable of handling 1018 bits/sec, which 
enables rapid data transfer (including the action potential waveform) and real-time brain-state monitoring 
(Freitas 2010; Martins 2012). This auxiliary fiber optic system, coupled with the support for data transmission 
by endoneurobots and gliabots, minimizes the demand for onboard information storage in synaptobots. The 
synaptobot nanocomputer might be composed of a 0.01 µm3 CPU device capable of >100 megaflops, with 10 
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onboard copies for redundancy. This is comparable to other nanorobot designs with similar degrees of mission 
complexity, such as the microbivore with its 0.11 µm3 onboard computer and memory storage system (Freitas 
2005c). 
 
Synaptobots are the smallest of the three nanorobot types, having a volume of 0.5 µm3. Synaptobots are 
responsible for monitoring synapses, the most challenging and important sub-cellular structures in the human 
brain. Synapses (either the 5-25% electrical or the 75-95% chemical variety (DeFilipe and Fariñas 1992)) are 
part of the neural network that processes human brain information. They play a crucial role in brain 
information processing (IBM 2008) and are involved in learning and memory (Black et al. 1990; Bliss and 
Collingridge 1993; Holtmaat and Svoboda 2009; Liu 2012), long-term and short-term memory storage and 
deletion (Kandel 2001; Lee et al. 2008), and temporal information processing (Fuhrmann et al. 2002), and are 
the key elements for signal transduction and plasticity in the human brain (Rollenhagen and Lübke 2006; 
Rollenhagen et al. 2007). Synapses are so important that proper synapse formation during childhood provides 
the substrate for cognition, whereas improper formation or function leads to neuro-developmental disorders, 
including mental retardation and autism (McAllister 2007). The loss of synapses, as occurs in Alzheimer’s 
patients, is highly related to cognitive decline (Dekosky and Scheff 1990; Terry et al. 1991; Scheff and Price 
2006).  
 
In the exemplar synaptobot mission, the robots enter the human body via the bloodstream, later cross the 
blood-brain barrier to enter the brain parenchyma, and finally enter the respective neuron soma. This process 
is mediated by the support of auxiliary transport nanorobots.  
 
The synaptobots are delivered via brain vasculature to avoid long-distance navigation inside the brain 
parenchyma. Auxiliary transport nanorobots of volume ~20 µm3 (~3.2 x 2.5 x 2.5 µm) each convey cargos of 
24 synaptobots (~12 µm3) through the circulatory system and into the neuron soma. The full complement of 
synaptobots are transported by a fleet of ~1 trillion auxiliary transport nanorobots, which perform ~10 round 
trips to complete the insertion of all synaptobots in the first medical intervention. Each neuron, on average, 
receives ~117 cargos for an average total delivery of (2.42 x 1014 synapses / 86 x 109 neurons ≈) 2800 
synaptobots, assigning one robot per synapse (Martins et al. 2012). The protocol for regularly updating the 
number of synaptobots in the brain (due to robot damage, synapse elimination, neuron death, new synaptic 
formation, etc.) is started by the endoneurobots which communicate the necessities. The ~1 trillion auxiliary 
transport nanorobots should suffice to handle the workload of dynamically adjusting the physical deployments 
of synaptobots.  
 
The protocol that auxiliary transport nanorobots may use to cross the BBB and traverse the neuropil will be 
similar to the protocol employed by the endoneurobots and the gliabots, due to the similar diameters of 
auxiliary transport nanorobots (2.5 µm) and the endoneurobots and gliabots (2.2 µm).  
 
Afterwards, the synaptobots either stay in the neuron soma or navigate from the neuron soma along the axon 
or dendrite into a pre- or post-synaptic structure. This is the place where synaptic monitoring will occur. To 
identify the pre- and post-synaptic structures of synapses, synaptobots must necessarily map, from inside the 
cell, the surfaces of the neuron axon (for axo-axonic, axo-somatic, and axo-dendritic synapses), the soma (for 
somato-axonic, somato-somatic, or somato-dendritic synapses), and the dendrites (for dendro-somatic, 
dendro-axonic, and dendro-dendritic synapses). During this process, synaptobots will locate a large variety of 
synapses in the brain, with the most abundant synapses in the central nervous system being the asymmetric 
(excitatory) axo-spinous synapses (Harris 1999). 
 
Once at the monitoring position near a pre- or post-synaptic structure, the functional component of the 
synaptobot mission is to record the exact timing and intensity of the action potential electrical information 
arriving at the synapses and to monitor the associated changes happening on key structural elements of the 
synapse. With one synaptobot positioned at each of the 2.42 x 1014 human brain synapses (Martins et al. 
2012), action potential data is acquired using ~3375 nm3 FET-based neuroelectric nanosensors (Martins et al. 
2015) permitting monitoring of the synaptic-processed 4.31 x 1015 spikes/sec. Data collection will have a 
temporal resolution of at least 0.1 ms, which is enough for waveform characterization even at the highest 
human neuron firing rates of 800 Hz. Assisted by the other two nanorobot types (endoneurobots and gliabots), 
the synaptobots then transmit the 5.52 x 1016 bits/sec of continuous action potential data (Martins et al. 2012) 
into the associated in vivo fiber optic networking system. 
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As for the structural component of the synaptobot mission, mapping and subsequent monitoring of relevant 
neuron structure will be done using tactile scanning probe nanosensors (Freitas 1999) with special scanning 
tips that permit synaptic bouton volume and shape to be measured, along with other relevant synaptic 
structural characteristics. An ideal structural scanning process would also permit monitoring the main 
ultrastructural components of a chemical synapse, whether located in the presynaptic axon terminal, the 
synaptic cleft, or the post-synaptic terminal. Of primary relevance is the structural information encoded in 
postsynaptic density (PSD). Other possibly relevant sources of structural information are the active zone (AZ), 
synaptic vesicles (coated vesicles, dense core vesicles, and double-walled vesicles), endoplasmic reticulum, 
mitochondria, and punctum adhaerens (PA).  
 
Ideally the tactile nanosensors will permit measurement of: 
 

(1) the volume, shape, and organelle content of the synaptic boutons. 
(2) the postsynaptic density (PSD) at each synapse, allowing the robot to identify major protein 
components of the different brain PSDs (comprising up to ~1461 different proteins) (Bayés 2010) with 
each PSD having on average a total of ~10,000 proteins, typically ~100 copies of ~100 different proteins 
(Sheng and Hoogenraad 2007). 
(3) the functional information flowing through the “typical” 20 nm ± 8 nm synaptic cleft of chemical 
synapses (Qu 2009). 

 
By monitoring synaptic structural changes, the neuronanorobots will also be monitoring synaptic plasticity 
and cross-talk, including synaptic based long-term potentiation, long-term depression, short-term plasticity, 
metaplasticity, and homeostatic plasticity. 
 
5.4 Mitochondrial proof of principle 
 
Synaptobots will have an independent locomotion system for moving along axons and dendrites in both 
directions. While mitochondria depend on an existing neuronal transport system, mitochondria distribution 
and mobility patterns provide a reasonable biological proof-of-principle of biocompatibility for synaptobots 
moving along the neuronal processes. Mitochondria and synaptobots are similar in length and volume, with 
axonal mitochondria existing as discrete organelles typically 1-3 µm in length (Trushina et al. 2012; Sheng 
2014), 0.75 µm in diameter, and 0.5 µm3 in volume (Miyamoto 1986), very close to robot dimensions. The 
anticipated robot deployment linear number density of ~0.5 synaptobots/µm-length of axonic or dendritic 
process is similar to the typical 0.2-0.4 mitochondria/µm-length in NTG mouse axons (Miyamoto 1986). The 
deployment volumetric number density of 0.5 synaptobots/µm3 of axonic or dendritic process seems 
acceptable because the more distal dendrites of CA1 hippocampal neurons and the ultrastructural features of 
synaptic mitochondria indicate a numeric density of 0.8 mitochondria/µm3 for mitochondria in the most distal 
dendrites and in principle the most inaccessible areas of dendrites (Bertoni-Freddari et al. 2006).  
 
The activity levels required for synaptobots are similar to the mobility behaviors exhibited by mitochondria. 
Synapses have high demand for local mitochondrial ATP production, so the distribution of mitochondria to all 
neuronal regions requires a bidirectional axonal and dendritic transport system that can deliver and retain 
these organelles to the appropriate axonal and dendritic regions with high energy requirements (Schwarz 
2013). The transport system involves kinesin and dynein motors along with an exceptional number of 
signaling pathways and regulatory proteins that interact with the dendritic or axonal cytoskeleton. 
Mitochondria are moved along axons and dendrites bidirectionally over long distances, frequently changing 
direction, and being stabilized by the actin network. In mature neurons, 10-40% of axonal mitochondria are in 
motion at any one time – more specifically, 54.07% ± 2.53% of axonal mitochondria measured in syntaphilin 
knockout mice are stationary and sitting out of synapses, 16.29 ± 1.66% are docking at synapses, 14.77 ± 
1.58% are motile and passing through synapses, 7.01 ± 1.29% are pausing at synapses for short periods of 
time (<200 s), and 8.30 ± 1.52% are pausing at synapses for long period of time (>200 s) (Sun et al. 2013).  
 
Synaptobot maximum velocities of ~1 µm/s are also expected to respect biocompatibility requirements. 
Bidirectional movements of mitochondria in axons and dendrites are reported at velocities ranging from 0.32-
0.91 µm/s (Morris and Hollenbeck 1995; MacAskill et al. 2009), and mitochondrial motility in NTG neurons 
is reported as 0.93 ± 0.55 µm/sec for anterograde motion and 0.97 ± 0.63 µm/sec for retrograde motion 
(Trushina et al. 2012). 
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5.5 Nanorobot volumetric intrusiveness in the brain 
 
The “average” human intracranial volume is estimated as 1700 cm3 (Rengachary 2005), being ~1350 cm3 of 
brain cells (Freitas 1999) (typically with “average” dimensions of ~140 x 167 x 93 mm), ~150 cm3 of blood, 
and ~150 cm3 of CSF (Rengachary and Ellenbogen 2005). Experimental data provides a considerably wider 
range for measured intracranial volumes (1152-1839 cm3) and for total average CSF (82-125.3 cm3), with 
total brain cell parenchyma volume of 1319 cm3 including 489 cm3 of white matter and 786 cm3 of gray 
matter (Vaidyanathana et al. 1997; Nopoulos et al. 2000). The typical human brain is estimated to have (86.06 
± 8.2) x 109 neurons, with the largest (80.2%) percentage or (69.03 ± 6.65) x 109 neurons located in the 
cerebellum, the second largest (19%) percentage or (16.34 ± 2.17) x 109 neurons located in the cerebral 
cortex, and the remaining smallest (0.8%) percentage or (0.69 ± 0.12) x 109 neurons in the rest of the brain 
(Azevedo et al. 2009).  
 
Inside each neuron will reside one 10 µm3 endoneurobot, a total robot volume of 0.86 cm3 representing 
~0.06% of total human brain volume. Parking one 10 µm3 gliabot in each of the 84.6 ± 9.8 x 109 glial cells in 
the human brain (Azevedo et al. 2009) adds another ~0.06% of human brain volume. In each case, the lone 
nanorobot represents <0.1% of a “typical” ~14,000 µm3 neuron volume, and thus is minimally intrusive.  
 
The largest robot intrusion on brain volume occurs with insertion of the synaptobots. How many synaptobots 
are needed? About 90 per cent of all synapses are in dendritic spines, with “typical” number density of spines 
ranging from 1-10 spines/µm length of dendrite, depending on neuronal cell type and maturational stage 
(Calabrese et al. 2006; Sheng and Hoogenraad 2007). For example, the adult mean number of dendritic spines 
on apical dendrites of pyramidal neurons in layer III of visual cortex is 1 spine/µm, versus 2-4 spines/µm in 
adult hippocampal CA1 pyramidal and in granule cells, while several Purkinje cells have more than ten 
spines/µm (Gould et al. 1990; Fiala et al. 1998; Johnson et al. 2002). In these areas with more than one 
synapse/µm, if each synaptobot possesses ten neuroelectrical nanosensors (est. 3375 nm3 each (Martins et al. 
2015)) then a single robot can monitor action potentials on up to ten different synapses with adequate 
temporal resolution. Assuming 2.42 x1014 synapses in the human brain (Martins et al. 2012) and with each 
synaptobot servicing 1-10 synapses, the required number of 0.5 µm3 synaptobots is 24-242 x 1012 robots 
having total fleet volume of 1.2-12 x 1013 µm3 or 12-120 cm3, representing ~0.9-9% of total human brain 
volume. This lies within the 1-10% “safe” tissue and organ intrusiveness limit recommended elsewhere 
(Freitas 2003). 
 
5.6 Special nanorobot designs and protocols  
 
Special nanorobot designs and operational protocols may be required for areas in which intracellular 
navigation is seriously constrained. Axon and dendritic regions with less than 0.50 µm of diameter are the 
most serious example (Shepherd and Harris 2010). The diameter of axons within the mammalian nervous 
system had been reported to vary by a factor of more than 100 (Liewald 2014), but closer study of the 
frequency distribution of the diameters of myelinated axons in three different locations of the corpus callosum 
in human brains suggested that 70-90 per cent of axon diameters are ≥0.50 µm, with minimum and maximum 
diameters of 0.16 µm and 3.73 µm respectively, and a mean value and standard deviation of 0.73 ± 0.55 µm 
(Liewald et al. 2014). A small percentage of 0.5 µm3 synaptobots might have difficulty intracellularly 
reaching the most distal axonic and dendritic regions, depending on nanorobot shape.  
 
Special robot-form factor design choices will be required for scanning structural information inside some of 
the longest and thinnest dendritic spines. The postsynaptic structure of 90 per cent of the excitatory synapses 
in the mammalian brain are dendritic spines (Sheng and Hoogenraad 2007; Bhatt et al. 2009). These are 
functionally important because they can compartmentalize calcium and serve a myriad of functions ranging 
from basic computational operations to synaptic plasticity based on coincidence (Contreras 2004). Learning-
associated structural changes involve various synaptic changes including: (1) formation of new dendritic 
spines, (2) changes in shape and size of existing dendritic spines, and (3) changes in the organization of 
postsynaptic densities of spines (De Roo et al. 2008). Spine shapes (Figure 1) are commonly categorized as 
“mushroom” (~60% of all spines in adult cortex), “thin” (10-20%,), “stubby” (20-25%,), “filopodia” (2-15%), 
and “branched” (a small number), with a continuum among these categories (Sheng and Hoogenraad 2007). 
Across all types, ~0.5-2 µm diameter spine heads (Sheng and Hoogenraad 2007; Sala et al. 2008) connect to 

the dendrite through 0.04-1 µm long necks (Calabrese et al. 2006). Most spines are located on dendrites but 
some may also be present on the soma or the axonal initial segment, and some spines receive more than one 
synapse, e.g., the branched type (Spacek 2006). 
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Figure 1.Three dimensional reconstruction of a hippocampal dendrite.  
 

Three dimensional reconstruction of a hippocampal dendrite (gray) (from Area CA1 of the Rat) illustrate the four main 
types of different spine shapes, including mushroom (blue)(b), thin (red)(c), stubby (green)(d), and branched (yellow)(e). 
PSDs (red) also vary in size and shape. On (a) a graph plots the ratio of head diameters to neck diameters for the spines 
on the reconstructed dendrite. Arrows indicate where the head and neck diameters were measured for each spine in b–e. 
Scale bar = 0.5 µm. (Reprinted with Permission)(from (Bourne and Harris 2008)). 
 
Synaptobots should readily fulfill temporal resolution requirements for monitoring gross changes in spine 
structure. Spine lifetimes vary greatly – stables ones may persist for at least a month, whereas others may last 
for a few days or less (Trachtenberg 2002) – but spine shape can change over periods of minutes or hours 
(Sala et al. 2008). Synaptobots should be able to distinguish pre-spinal filopodia processes from regular 
synapses because filopodia have turnover times measured in hours, with only ~20% of filopodia turning into 
spines and 80% disappearing within 48 h (Alvarez and Sabatini 2007; Zuo et al. 2005). 
 
Unilaterally positioning sensors at either the pre- or the post-synaptic side of axo-spinous, dendro-spinous, or 
soma-spinous synapses may be sufficient. (Spino-spinous synapses, where two spines directly contact, are 
rare.) However, for redundancy purposes it might be desirable for neuronanorobots to position sensors on both 
synaptic sides. Such bilateral monitoring might be challenging depending on spine morphology, diameter, and 
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neck lengths. In especially narrow cases, the mission design can include insertion of a nanomanipulator from 
the opposite side. 
 
 
Spine monitoring includes not only volume and shape tracking but may also include local organelle scanning 
when necessary. Spines typically have organelles inside or near the entrance, including the smooth 
endoplasmic reticulum, spine apparatus, actin cytoskeleton, endosomal compartments, translation machinery 
components (e.g., polyribosomes), and the crucial postsynaptic density (PSD) which occupies ~10 per cent of 
the surface area and is opposite to the presynaptic active zone (Sheng and Hoogenraad 2007; Sala et al. 2008). 
Synaptic plasticity is mediated by changes in the molecular composition of synaptic proteins (Sheng and 
Hoogenraad 2007), and many of those proteins are located in the PSD, a structure composed of ~1461 
membranous and cytoplasmic proteins (Bayés 2010) localized at the postsynaptic plasma membrane of 
excitatory synapses (Figure 2). 
 
Figure 2: The variety of proteins in the PSD fraction.  

Illustration of some of the variety of proteins on PSD (categorized according to cellular function). Only small subsets of identified 
proteins are shown as examples (Reprinted with Permission)(from (Sheng and Hoogenraad 2007)).  
 
Nanorobotic monitoring of the PSD seems essential. The PSD is a complex molecular machine that 
dynamically changes its structure and composition in response to synaptic activity, which dynamically 
regulates its components through protein phosphorylation, palmitoylation, local protein translation, the 
ubiquitin-proteasome system for protein degradation, and redistribution of specific proteins, such as CaMKIIα 
and AMPARs, both to and away from the PSD (Kim and Ko 2006; Sheng and Hoogenraad 2007). PSD 
proteins organize signaling pathways to coordinate structural and functional changes in synapses. The PSD 
regulates trafficking and recycling of glutamate receptors (which determines synaptic strength and plasticity), 
promotes the formation and maturation of excitatory synapses by co-aggregating with post-synaptic cell 
adhesion molecules, organizes neurotransmitter receptors in the synaptic cleft, serves as a signaling apparatus, 
and is an essential component of an extraordinary synaptic signaling assemblage that has a strong relation 
with important mechanisms for synaptic regulation, including long-term potentiation (LTP) and long-term 
depression (LTD) (Sheng and Hoogenraad 2007).  
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The structure and composition of the PSD is modified by external stimuli and by synaptic activity over the 
time course of seconds to minutes and hours to days (Sheng and Hoogenraad 2007). The “typical” PSD is a 
disklike structure with an average diameter of 300-400 nm diameter (range 200-800 nm), a thickness of 30-60 
nm (Baude et al. 1993; Rácz et al. 2004; Okabe 2007; Sheng and Hoogenraad 2007), estimated volume 
7.5×106 nm3 and mass ~1.1 GDa (Chen et al. 2005). 
 
5.7 Measuring synaptic plasticity 
 
Nanorobots can directly measure changes in synaptic plasticity. For instance, the activity-dependent 
modification of PSD proteins over a timescale of seconds to hours is believed to underlie plasticity processes 
such as LTP and LTD (Sheng and Hoogenraad 2007). Longer-term changes in PSD structure and composition 
(hours to days) involve altered protein synthesis, either in the neuronal cell body or dendrites (Sheng and 
Hoogenraad 2007). Degradation of PSD proteins by the ubiquitin-proteasome system (Bingol and Schuman 
2006) sculpts PSD structure and plays a major role in synaptic plasticity. Remarkably, recent evidence even 
points toward a rapid exchange of PSD proteins, such as AMPARs and PSD-95, between neighboring 
synapses in steady-state conditions (Sheng and Hoogenraad 2007).  
 
LTP and LTD events cause structural changes to spines, altering spine number, size, shape, and subcellular 
composition in both immature and mature spines (Bourne and Harris 2008). The spine neck acts as a diffusion 
barrier (controlled by neuronal activity) to current flow and to the diffusion of molecules between the spine 
head and the dendrite. The geometry of the spine neck determines calcium efflux into the dendrite shaft and 
hence the degree of calcium elevation in the spine head following NMDAR activation (Bloodgood and 
Sabatini 2005; Sheng and Hoogenraad 2007; Alvarez and Sabatini 2007).  
 
In experimental work, spines that received LTP induction increased in volume from 50-200 per cent (Alvarez 
and Sabatini 2007) with the increase persisting for more than 1 hour after stimulation (Alvarez and Sabatini 
2007). LTP causes sustained spine head enlargement due to F-actin polymerization, while LTD causes AMPA 
receptor internalization with spine elongation and/or shrinkage of spine heads due to actin depolymerization 
(Bourne and Harris 2008). More detailed synaptic structural changes (within synaptic plasticity limits) occur 
in the:  

(1) size and composition of the postsynaptic density; 
(2) assembly and disassembly of actin filaments; 
(3) exocytosis and endocytosis of glutamate receptors and ion channels; 
(4) regulation of local protein synthesis by redistribution of polyribosomes and proteasomes; 
(5) dynamic repositioning of smooth endoplasmic reticulum (SER) and mitochondria; and 
(6) metabolic and structural interactions between spines and perisynaptic astroglia (Bourne and Harris 
2008).  

 
There is a clear strong relation between synapse bouton size and shape, and the organelle and macromolecular 
changes happening inside synapses. This provides some level of redundancy of information, which suggests 
that monitoring all the spine organelles and molecular components is very likely unnecessary. Synaptobots 
can deduce a great deal of useful information when they scan the gross volume and shape of the spine. The 
redundancy of information is expected to seriously reduce the monitoring tasks of the synaptobots. However, 
to quantify and identify what information is deducible from where will require more data on the range of 
quantitative ultrastructural synaptic characteristics found throughout the different brain areas. Details of the 
quantitative morphology of synapses are still limited to a relatively small number of synapses (Rollenhagen 
and Lübke 2006), which points to the need for further experimental data.  
 
6. Conclusions  
 
Fundamental, life-saving, structural and functional human connectome-associated information cannot be 
preserved using current destructive or non-destructive human brain imaging technologies. Those technologies, 
as an extension of current form, seem not to be theoretically scalable to the desired level of temporal or spatial 
resolution required to preserve human cognitive life. Non-destructive preservation of comprehensive in vivo 
whole-human brain information is proposed to be achieved using a set of neuronanorobots, named 
endoneurobots, gliabots, and synaptobots, conceptually designed in this paper. Such nanorobots should 
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preserve the underlying structural and functional information of the human brain with appropriate temporal 
and spatial resolution.  
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Glossary of terms and abbreviations 
 
Field-effect transistor (FET) is a transistor using an electric field to control the electrical conductivity of a 
channel in a semiconductor material. 
 
Micro computed microtomography (Micro-CT) uses x-rays to non-destructively create cross-section images 
of a certain physical object for later 3D reconstruction.  
 
Axon initial segment (AIS) is a specific axonic membrane region with specific clusters of voltage-gated 
channels where action potentials are frequently initiated.  
 
The postsynaptic density (PSD) is a specific membrane region of a postsynaptic neuron (in close apposition to 
the presynaptic active zone) being particularly dense in proteins.  
 
Magnetic resonance imaging (MRI) is a widely used medical imaging technique using magnetic fields and 
radio waves to permit 3D anatomical and physiological reconstructions of parts of the human body.  
 
Functional magnetic resonance imaging (fMRI) is a neuro-imaging technique for measuring brain activity by 
detecting blood flow associated changes.  
 
Resting state fMRI (R-fMRI) is a method for functional brain imaging of the resting brain activity by 
detecting blood-oxygen-level dependent signals measurable using functional magnetic resonance imaging.  
 
Electron microscope (EM) is a microscope using beams of accelerated electrons as its illumination source 
typically providing higher resolution than light microscopy.  
 
Serial block-face scanning electron microscopy (SBEM) is a method for 3D ultra high-resolution imaging 
using an ultramicrotome mounted inside a vacuum chamber of a scanning electron microscope.  
 
Transmission electron microscope (TEM) is a microscope using beams of electrons transmitted through an 
ultra-thin specimen and focused onto a sensorial layer, screen or device.  
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